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Abstract6

Antarctic ice shelves are known to be vulnerable to collapse, but when this might hap-7

pen is largely unknown, propagating significant uncertainty into sea level rise projections.8

To help to constrain this, we consider two questions: firstly, under current conditions,9

how long might it take for ice shelves to collapse due to crevassing and, secondly, how10

might these timescales change under future warming? Using a linear elastic fracture me-11

chanics framework, combined with realistic ice temperature profiles, we identify timescales12

of collapse of all Antarctic ice shelves. We reveal a strong sensitivity of the ice shelf col-13

lapse timescale on basal melt rates, through a combination of the effect of basal melt-14

ing on the ice temperature profile, ice shelf strain rates, and ice shelf thinning rates. We15

find that, on the one hand, ice shelves with high basal melt rates, such as those in West16

Antarctica, typically have short (10s-100s of years) collapse timescales, demonstrating17

their vulnerability to collapse in the coming century. On the other hand, ice shelves with18

low basal melt rates, such as the Ross and Ronne-Filchner ice shelves, have extremely19

long (10,000s years) timescales, suggesting that their current configurations are highly20

stable. We find, however, that these collapse timescales reduce dramatically with increases21

in basal melting. Under medium-to-high emmissions scenarios, collapse timescales on these22

currently stable ice shelves reduce to 100s of years by the end of the century. These re-23

sults have significant implications for committed and future sea level rise from the Antarc-24

tic Ice Sheet and point towards a higher ice-ocean sensitivity than previously understood.25

Introduction26

Ice shelves – the floating extensions of grounded ice sheets – apply a backstress (or27

‘buttressing’) to the flow of upstream grounded ice sheets (Fürst et al., 2016; Reese et28

al., 2018; Gudmundsson et al., 2012). This stress restrains their flow, thereby modulat-29

ing sea level rise contributions. Recent evidence suggests that large areas of the ice shelves30

fringing the Antarctic ice sheet are vulnerable to collapse (Lai et al., 2020), including31

large swathes which provide significant buttressing (Fürst et al., 2016). However, these32

vulnerability estimates lack a timescale on potential ice shelf collapse. This is pertinent33

because the question of when ice shelves will collapse represents a significant uncertainty34

on future sea level rise: current estimates (Edwards et al., 2021; Seroussi et al., 2020; Bett35

et al., 2023; DeConto et al., 2021; Coulon et al., 2023) suggest that sea level rise from36

Antarctica over the next century will be on the order of 10s of centimeters if ice shelves37
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remain intact. However, simulations in which ice shelves are removed, either by runaway38

cliff collapse (DeConto & Pollard, 2016) or instantaneously (Sun et al., 2020), project39

sea level rise on the order of meters over the same time period. To help to constrain these40

uncertainties, here we consider two questions: firstly, under current conditions, what are41

the timescales associated with ice shelf collapse due to crevassing, and secondly, how might42

these timescales change under future warming?43

Results44

Ice shelf crevassing is sensitive to basal melting45

To probe these questions, we first consider the effect of internal ice temperatures46

on ice shelf crevassing, since ice temperatures are a first order control on ice shelf rift-47

ing (Lai et al., 2020; Coffey et al., 2023). Over the Antarctic ice sheet, advection, rather48

than diffusion, dominates heat transfer (supplementary figure 5); under this condition,49

the temperature within ice-shelves can be approximately expressed (Sergienko et al., 2013)50

as (methods)51

T (x, ẑ) = Tg(ẑ) + Td(x) exp

(
− ẑ

ℓ

)
, ℓ =

κ

ṁH
. (1)

Here, x is the along flow co-ordinate (figure 1a), ẑ(x) = z/H(x) is a dimension-52

less vertical co-ordinate, with z = 0 at the ice shelf base, H = H(x) is the ice thick-53

ness, Tg(ẑ) is the temperature at the grounding line, κ is the ice diffusivity, and ṁ is the54

basal melt rate. Td > 0 is a vertical diffusive term, which allows the basal boundary55

condition – that the ice must be at the local freezing point – to be satisfied. Although56

the thermal structure of Antarctic ice shelves has not been studied extensively, both mod-57

elling (Wang et al., 2022; Grosfeld & Thyssen, 1994) and borehole observations (Wang58

et al., 2022; Eicken et al., 1994; Kobs et al., 2014; Tyler et al., 2013) support the tem-59

perature profile (1) (methods).60

The temperature profile (Robin, 1955), indicates that ice temperatures are warmest61

at the base, transitioning to cold surface temperatures across their thickness (figure 1a).62

The local basal warming effect is confined to a region of dimensionless thickness ℓ (equa-63

tion (1)). In ice shelves with higher basal melt rates (lower ℓ), this basal warming re-64

gion is narrower, and temperatures transition to the colder surface temperatures over65
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Figure 1. Basal melt rates strongly influence LEFM crevasse time. (a,b) Analytic

temperature profiles (methods) along flowlines (inset) taken from the central portion of (a)

the Pine Island Ice Shelf and (b) the Ross Ice Shelf (b). In both cases, the melt rate used to

determine the ice temperature is from satellite observations (Adusumilli et al., 2020). (c) Dimen-

sionless crevasse depth predicted by LEFM as a function of time for the column of ice in panel a

(red) and panel b (blue), which is forced to thin under a constant thinning rate of 1 m/year. In

both cases, the column of ice has initial thickness 600 m and other parameters are identical, i.e.

the only difference between the two cases in the basal melt rate (in particular, the thinning and

strain rates are artificially adjusted to be identical, and not in line with observations, to highlight

the effect of the ice temperature on the crevasse time). The quantity τ is the crevasse timescale,

the time taken for the crevasse to propagate through the thickness of the ice shelf, as indicated

by the dashed arrow. Inset: evolution of the temperature profile for the Ross Ice Shelf column

(blue hues) and Pine Island Ice Shelf column (red hues), with darker curves corresponding to

later times, as indicated by points in the main panel. Note that the red hues are almost indistin-

guishable, indicating that the temperature profile does not change significant during the thinning.

(d) Plot of (τ − τc/τc), the enhancement of crevasse time over that with a very high melt rate (in

this with case ṁ = 250 m year-1), denoted τc as a function of initial column thickness. Different

curves correspond to different melt rates, as indicated by the colourbar.

a shorter distance, compared to ice shelves with relatively low basal melt rates (figure 1a,66

b). As a result, ice shelves with high basal melt rates tend to have colder ice; colder ice67

is more brittle (LeB. Hooke, 1981), promoting larger crevasses, so higher basal melt rates68

promote larger crevasses. Figure 1c (at time = 0) shows that, under identical conditions69

except for different ice temperatures, basal crevasse depths as determined by linear elas-70

tic fracture mechanics (LEFM, methods) are smaller on a flowline from the Ross ice shelf71

(low basal melt rate) than on a flowline from Pine Island Ice Shelf (high basal melt rate).72
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To facilitate an assessment of the timescale associated with crevassing, we construct73

a crevassing timescale, τ , which is the time taken for a crevasse to propagate through74

a column of ice, which is thinned under a given thinning rate (figure 1c, and methods).75

As a column of ice thins, the resistive stresses required to open a fracture reduces (meth-76

ods), promoting increased crevasse depths. This is modulated by the basal warming re-77

gion becoming wider as the column thins (H reduces, see equation (??)), promoting in-78

creased ice shelf temperature and thus reduced crevasse depths. With a low basal melt79

rate, the temperature profile adjusts significantly during the thinning (inset in figure 1c),80

whereas with a high basal melt rate, changes in the temperature profile are minor, i.e.81

the stabilizing effect of a changing ice temperature with thinning only plays a role for82

low melt basal melt rates. Not only does the crevasse begin (i.e. before any thinning)83

shallower for a low basal melt rate, but the stabilizing effect of changes in ice temper-84

ature profile throughout thinning is greater. As a result, the crevassing timescale in ar-85

eas with a high basal melt rate may be much shorter than with a low basal melt. In the86

example shown in figure 1, the crevassing timescale τ is approximately 80% longer for87

the low basal melt rate case, under otherwise identical conditions. For other values of88

the basal melt rate and initial ice thickness, the crevassing timescale may be enhanced89

by as much as 500%, compared to a very high melt rate case (figure 1c).90

In addition to the ice temperature, basal melt rates also affect ice shelf strain rates91

and thinning rates, which feed back on crevasse depths. LEFM crevasse depths are highly92

sensitive to ice shelf strain rates (Lai et al., 2020), with higher strain rates promoting93

increased crevasse depths. Ice has a strain thinning rheology, with higher strain rates re-94

sulting in reduced viscosity and thus more brittle ice, which is more liable to crevasse.95

For Antarctic ice shelves, strain rates increase strongly with melt rates (p < 0.001, fig-96

ure 2a). Although the relationship between strain rates and basal melt rates is complex,97

depending on the entire ice-sheet system, higher melt rates generally reduce ice shelf but-98

tressing, increasing ice sheet flow speeds and thus strain rates. Additionally, melt rates99

are highly correlated with thinning rates (p < 0.001, figure 2b). Increased thinning rates100

promote reduced crevassing timescales because a column of ice reaches the critical thick-101

ness at which a crevasse will propagate through its thickness sooner. Although the re-102

lationship between thinning rates and melt rates is more direct than between melt rates103

and strain rates (both melt rates and thinning rates appear explicitly in the ice shelf con-104

servation of mass equation), flow divergence modulates the relationship between these105
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terms. The crucial point is that increases in basal melt rates on ice shelves not only re-106

duce expected crevasse timescales via changes in ice temperature, but also via increases107

in ice shelf strain rates and thinning rates. Thus, a strong dependence of crevasse timescales108

on basal melt rates is to be expected.109

Circum-Antarctic crevassing and collapse timescales110

Figure 3a shows circum-Antarctic crevasse times, determined using observational111

estimates of ice shelf basal melt rates (Adusumilli et al., 2020), thinning rates (Smith112

et al., 2020), thickness (Fretwell et al., 2013), and strain rates derived from a data-constrained113

flow model [Yao - what is the correct reference for Wearing’s strain rates], and evaluated114

on a 1km grid (methods). This map that crevasse timescales are highly sensitive to basal115

melt rates: areas with high ocean heat content, and thus high basal melt rates, gener-116

ally have much shorter crevassing times than those areas with low ocean heat content.117

On a broad scale, crevassing times are generally shortest in the Amundsen and Belling-118

shausen Sea sectors, where maximum thermal forcing is above 4 ◦C, while in the Wed-119

dell and Ross Seas, thermal forcing is low (¡2 ◦C) and crevassing times on adjacent ice120

shelves are generally very long. There are, however, significant heterogeneities on a more121

local level: for example, crevassing times on the Larsen ice shelves, which are exposed122

to locally elevated thermal forcing, are much shorter than on the neighbouring Ronne123

ice shelf, despite both being located in the Weddell Sea sector.124

To go beyond these qualitative comparisons, we determine a ‘collapse timescale’,125

obtained as the mean of a kernel density estimate of crevassing times over each ice shelf126

(figure 3b). The collapse timescale is interpreted as the timescale on which these ice shelves127

will persist, and we stress at the outset that this quantity is not a detailed prediction128

of when ice shelves will collapse, but rather represents the timescale on which ice shelf129

loss is expected. Collapse timescales are strongly dependent on basal melt rates (the colour130

gradient from left to right in figure 3b and supplementary figure 11; High melt rate ice131

shelves (red in figure 2 and figure 3b), particularly those in the Amundsen Sea sector,132

have the lowest collapse timescales, which is concomitant with high ocean forcing and133

basal melt rates. Many of these ice shelves have collapse timescales below 100 years, which134

supports recent suggestions that many have already been preconditioned for collapse (Lhermitte135

et al., 2020). Note that the rapidly retreating Thwaites Glacier has the lowest collapse136

timescale – 8 years – but this number should be taken with caution owing to the dearth137
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Figure 2. Thinning rate and strain rate are highly correlated with basal melt rates

on Antarctic Ice Shelves. Scatter plots of ice shelf average melt rate against (a) ice shelf

average strain rate and (b) ice shelf average thinning rate. For each quantity, the average is de-

termined as the arithmetic mean over all ice shelf points. In (a), the black dashed line indicates

the best linear fit to the logarithm of both quantities (for example, in (a), the dashed line is the

best linear fit of log melt rates against log strain rates, see methods). In both panels, black ar-

rows indicate the direction of reduced crevassing time. Here, ice shelf names are abbreviated as

follows: ABB - Abbot; AME - Amery; BAU - King Baudoin; BOR - Borchgrevink; BRU - Brunt;

COS - Cosgrove; COO - Cook; CRO - Crosson; DOT - Dotson; FIL - Filchner; FIM - Fimbul

and Jelbart (combined); GET - Getz; GVI - George VI; LAR - Larsen; NAN - Nansen; PIG

- Pine Island; PSK - Pope, Smith and Kohler (combined); RII - Riiser Larsen, RON - Ronne;

ROSS - Ross; SHA - Shackleton; SSN - Swinburne; Sulzberger and Nickersen (combined); THW -

Thwaites; TOT - Totten and Moscow University (combined); WES - West; WIL - Wilkins.

of data available for this ice shelf. Although the buttressing effect of these ice shelves138

varies – for example, the Pine Island ice shelf is thought to provide strong buttressing139
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of ice upstream (A. T. Bradley et al., 2023), whereas the Thwaites Ice Shelf is thought140

to only provides limited buttressing (Gudmundsson et al., 2023) – models unanimously141

agree that ice shelf loss in the Amundsen Sea sector will result in high sea level rise (Sun142

et al., 2020) from this sector; our results suggest ice shelves in the Amundsen sea sec-143

tor will likely be lost by the end of the century even under present day conditions. This144

supports the suggestion that a significant sea level rise contribution from the West Antarc-145

tic Ice Sheet before the end of the century is already committed. At the other end of the146

spectrum, the Amery, Ronne, Ross, and Filchner ice shelves have collapse timescales on147

the order of thousands of years, suggesting that, under current conditions, these ice shelves148

are very stable: if current conditions persist, these ice shelves will continue to buttress149

their large inland sectors, limiting their sea level rise contributions.150

One outlier in this picture are the Totten and Moscow University ice shelves, which,151

despite very high basal melt rates (figure 2a), display long collapse timescales. This is152

a result of their relatively thick ice (supplementary figure 10d) and low thinning rates,153

which are several times smaller than other ice shelves with similar melt rates (figure 2b).154

At the other end of the spectrum, the Brunt ice shelf displays anomalously low collapse155

times, resulting from its relatively high strain (figure 2a) and thinning (figure 2b rates.156

We note, however, that this short Brunt timescale is consistent with significant calving157

which took place in January 2023 (Marsh et al., 2023).158

It is interesting to compare collapse timescales obtained using LEFM with those159

from Nye theory (Nye, 1957) and more recent updates (Coffey et al., 2023). These col-160

lapse timescales are obtained using the same procedure as outlined above, but with crevasse161

depths at each timestep calculated using the relevant theory (methods). We find that,162

regardless of the crevasse depth theory used, the collapse timescale remain on the same163

order of magnitude, and strongly dependent on the melt rate, supporting the conclusions164

made herein (figure 3b). It is interesting to note that collapse timescale computed us-165

ing Nye theory are always larger than those obtained using LEFM. This suggests that166

ice sheet models which parametrize damage or calving using Nye theory (Sun et al., 2017)167

may underestimate future ice shelf loss and thus sea level rise contributions.168
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Collapse timescales under future warming169

The collapse timescales identified in the previous section are appropriate in the case170

that ice shelf melt rates, strain rates, and thinning rates remain constant in time. In prac-171

tice, however, these will respond to increasing anthropogenic emissions. To assess the172

sensitivity of collapse timescales to future warming, we repeat the simulation presented173

in figure 3 a uniform increases in melting, ∆ṁ, applied to the ice shelf. To account for174

the concomitant increase in strain and thinning rates with melt rates (figure 2), we si-175

multaneously increase these quantities in line with best fits to the relationship between176

them (black dashed lines in figure 2, methods).177

Plots of collapse timescale as a function of ∆ṁ reveal a highly sensitive dependence178

on future increases in melt rate (note that the y axis is figure 4 is logarithmic). A uni-179

form increase in melt rate of 1 m my-1 leads to a larger than 50% reduction in the col-180

lapse timescale for each ice shelves with collapse timescales above 100 years under present181

conditions. Under a 10 m my-1 uniform increase in basal rates, the collapse timescale182

of every ice shelf is reduced by at least an order of magnitude.183

To place these results in a realistic context, we use output of a coupled atmosphere-184

ocean-ice-sheet model (Park et al., 2023) to determine plausible future increases in melt185

rates and compute associated collapse timescales (methods). The results (figure 4b–e)186

reveal that the collapse timescale associated with end-of-century melt rates is highly sen-187

sitive to the emission pathway, albeit with variations between individual ice shelves. For188

the Ross ice shelf, collapse times remain on the order of millennia under SSP1-1.9, but189

reduce dramatically to decadal-to-centennial timescales under SSP2-4.5 and SSP5-8.5.190

Under SSP1-1.9, Filchner ice shelf collapse times increase by 2100, consistent with other191

modelling studies which suggest reductions in melting of this ice shelf under low future192

warming (Nicholls, 1997; Naughten et al., 2021). However, under moderate or severe warm-193

ing, the Filchner Ice Shelf collapse timescale similarly reduces sharpy. Collapse timescales194

for the Ronne and Amery Ice Shelves are both reduced by a factor of approximately one-195

third under SSP1-1.9, with collapse timescales under SSP5-8.5 an order of magnitude196

smaller than present day values. These results suggest that, while ice shelves with low197

basal melt rates appear to be very stable at present, future warming may dramatically198

reduce their stability, with this reduction strongly dependent on the emissions pathway199

taken.200
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Discussion201

There are three key results of our study: firstly, ice shelves with high basal melt202

rates have collapse timescales of 10s-100s of years, suggesting they are likely precondi-203

tioned to collapse, or lose significant area, before the end of the century, suggesting com-204

mitted sea level rise; secondly, low basal melt rate ice shelves, particularly the Ross, Ronne,205

and Filchner ice shelves which buttress large swathes of the Antarctic Ice Sheet, are highly206

stable in their present configurations, limiting their sea level rise potential; finally, the207

timescales of loss of ice shelves is extremely sensitive to future increases in basal melt208

rate, with the large ice shelves potentially preconditioned to collapse by 2100. How these209

timescales respond in practice is strongly dependent on the emissions pathway, stress-210

ing the need for urgent emissions reduction to promote the longevity of Antarctic ice shelves211

and thereby limit sea level rise from Antarctica. More generally, we have also revealed212

a previously unreported sensitive dependence of ice shelf collapse on basal melt rates,213

providing a mechanistic understanding which supports observational studies (Liu et al.,214

2015) linking increases in basal melt rates with increases in ice shelf calving. Our results215

also highlight the need for continued and improved observational estimates of key ice sheet216

indicators, particularly basal melt rates.217

We stress that the collapse timescales reported here do not represent a detailed as-218

sessment of when ice shelves are expected to collapse, but rather a timescale associated219

with their persistence. Determining exactly when ice shelves might calve or collapse re-220

quires the use of an ice sheet model with a calving law, since removal of sections of the221

ice shelf will feed back on ice shelf flow, via a reduction in buttressing. As noted, reduc-222

tions in buttressing are associated with increased strain and thinning rates, and there-223

fore this feedback may reduce the collapse timescales reported in this paper. Loss of sec-224

tions of ice shelf also have the potential to affect ice shelf basal melt rates (A. Bradley225

et al., 2022), potentially further reducing collapse timescales. However, on the timescales226

reported here, grounding lines – where the ice transitions from grounded to floating –227

of ice sheets may change; where the grounding line is retreating, new sections of ice shelf228

would be exposed, potentially providing additional buttressing, increasing collapse timescales.229

It is also important to acknowledge limitations resulting from assumptions made230

herein. We have assumed a uniform ice shelf basal temperature, surface temperature,231

and geothermal heat flux in the temperature profile used (methods). In practice, geother-232

–10–



mal heat flux rates are elevated around West Antarctica (Fisher et al., 2015); in our frame-233

work, this would lead to warmer ice, with reduced crevasse depths, enhancing collapse234

times in the region. The ice temperature profile also does not account for isothermal ma-235

rine ice, which is prevalent on some ice shelves (Wang et al., 2022). In addition, we have236

assumed that each ice column evolves independently of its neighbours and that narrow237

crevasses (smaller than the 1km grid resolution we use) may be parameterized in this238

way. Evidence from the collapse of the Larsen C Ice Shelf suggests that propagation of239

crevasses through the entire thickness of an ice shelf can alter the surrounding stress field,240

promoting further crevassing (Robel & Banwell, 2019). Furthermore, we have consid-241

ered only basal crevasses, and assumed that sufficient defects are present in the ice to242

initiate crevasses (Lai et al., 2020). Basal crevasses tend to be larger than surface crevasses243

in the LEFM framework owing to the water pressure within them (Lai et al., 2020); in-244

cluding surface crevasses into the framework, which may grow and join basal crevasses,245

may reduce collapse timescales. However, recent evidence suggests that basal and sur-246

face crevasses can interact to suppress their mutual propagation, owing to the moments247

generated by crevasses (Zarrinderakht et al., 2023), while buoyancy forces may also sup-248

press crevasse propagation (Zarrinderakht et al., 2022)).249

Using an LEFM framework, we have shown that high melt rates promote reduced250

timescales of ice shelf collapse via crevassing through a combination of changes in ice tem-251

perature, and increases in both thinning and strain rates. We have produced a circum-252

Antarctic map of collapse timescales, demonstrating this sensitive dependence in prac-253

tice. These timescales are dramatically reduced by 2100 under moderate-high emissions254

scenarios. Our results stress the need for urgent action to reduce the effects of climate255

change on Antarctica and thus sea level rise contributions.256

Data Availability257

Code to perform simulations and produce the figures contained in this paper is held258

in an open GitHub repository: https://github.com/alextbradley/Collapse-Timescale.259
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Methods260

Ice shelf temperature profiles261

In general, assuming that viscous heating is negligible, internal ice temperature T (x, y, z, t)

satisfy the heat equation

DT

Dt
= ∇ · (κ∇T ) (2)

where t represents time, kappa is the thermal diffusivity of ice, and (x, y, z) are a co-ordinate

system, with z the vertical co-ordinate. Since ice sheets have high aspect ratios, deriva-

tives with respect to z, are many times larger than those with respect to horizontal co-

ordinates. Alongside this assumption, as well as that ice temperatures are steady, and

that the thermal diffusivity is spatially constant, the equation (2) reduces to

∇ · (uT ) = κ
∂2T

∂z2
(3)

where u is the ice velocity. Taking x to be everywhere locally parallel to the flow and

y everywhere local perpendicular to the flow, and assuming that the flow is incompress-

ible, equation (2) reduces to

u
∂T

∂x
+ w

∂T

∂z
= κ

∂2T

∂z2
(4)

where u and w components of velocity in the x and z directions, respectively.262

Equation (4) is that considered by (Sergienko et al., 2013). They show that for a

large Peclet number, Pe = H2u/(Lκ) ≫ 1, where H is the ice thickness, and L the

lengthscale of the flow, the solution to (4) on floating ice shelves may be expressed as

T (x, ẑ) = Tg [ξ(x, ẑ)] + {T ∗(x)− Tg [ξ(x, 0)]} exp
(
− ẑ

ℓ

)
(5)

where ẑ = z/H is a dimensionless vertical co-ordinate, H = H(x) is the local ice thick-

ness, ℓ = κ/(ṁH) is the lengthscale of the boundary warming effect, with ṁ the lo-

cal melt rate, T ∗(x) is the local freezing temperature, Tg the temperature profile at the

grounding line, and

ξ(x, ẑ) = 1− 1− ẑ

gq
q(x), (6)

where q(x) = u(x)H(x) is the ice flux, and qg is the ice flux at the grounding line. The263

solution (5) results from assuming that surface accumulation is negligible, but is shown264

in (Sergienko et al., 2013) to make little difference to the temperature profile. Note that265

in the case of a negative basal melt rate (i.e. basal freezing) the temperature profile (5)266

predicts a temperature which grows exponentially away from the ice-ocean interface, which267
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is clearly unphysical. To avoid this scenario, negative melt rates observed in practice are268

set to a small positive value (see below).269

Following (Sergienko et al., 2013), we take the grounding line temperature profile

from (Robin, 1955),

Tg(ẑ) = Ts −
Q

K

√
2Hgκ

Ȧ

erf
√

ȦHg

2κ

− erf

√
Ȧẑ2Hg

2κ

 (7)

where Ts is the surface temperature, Q is the geothermal heat flux per unit area, K is270

the thermal conductivity of ice, Hg is the ice thickness at the grounding line, Ȧ is the271

surface accumulation, and erf(ϕ) =
∫ ϕ

0
exp(−λ2) dλ is the error function. The temper-272

ature profile (7) is based on a balance between diffusion through the ice column, which273

is geothermally heated at its base, and cold surface temperatures, and is appropriate for274

plug flow with no strain heating effects. Ideally, we would have an approximation which275

includes these effects, particularly as ice advection is so important, but no analytic so-276

lution to the heat equation exists under these constraints.277

The temperature profile (5) requires the ice flux to be known everywhere along a

flowline. This is problematic when determining collapse timescales because we have no

way to determine the velocity response to thinning, which requires the use of an ice sheet

model. To alleviate this problem, we make an ‘unconfined ice shelf’ approximation, set-

ting the local ice flux equal to the grounding line flux. In this case, ξ = ẑ and the tem-

perature profile (5) reduces to

T (x, ẑ) = Tg(ẑ) + {T ∗(x)− Tg [ξ(x, ẑ)]} exp
(
− ẑ

ℓ

)
. (8)

In figure 6, we show a comparison between the temperature profile (5) and the approx-278

imation (8) to it for flowlines taken along the Ross and Pine Island ice shelves (i.e. those279

shown in figure 1a). These solutions demonstrate that the approximation works well, cap-280

turing the key features, with relatively small errors (figure 6e–f). The decoupling from281

the ice flux within the shelf can be seen particularly for the low basal melt rate profile282

(figure 6a), for which the temperature is more clearly advected downstream. Our approx-283

imation has the benefit that it does not require the velocity to be defined, allowing us284

to extend temperature profiles to areas with missing velocity data, such as at ice fronts285

(compare figure 6b and d, for example). In general, on ice shelves with low basal melt286

rates, the approximation (8) overestimates ice temperatures in some regions and under-287

estimates in others, compared to (5) (figure 6e). For ice shelves with high basal melt rates,288
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the (8) systematically overestimates temperatures (figure 6f). This is because, in high289

basal melt rate ice shelves, the flux reduces downstream owing to stronger reductions290

in ice thickness; when the flux is reduced downstream (q(x)/qg reduces downstream, so291

ξ increases) as it is in practice, the surface, where ξ = 1 and temperatures are colder,292

has a great contribution.293

Determining the crevassing timescales294

For a given ice column thickness, strain rate, thinning rate, and basal melt rate,295

the crevassing timescale is computed by timestepping the thickness according to the thin-296

ning rate, and at each timestep, updating the temperature profile from (8) and deter-297

mining the crevasse depth according to the LEFM (see ‘Linear elastic fracture mechan-298

ics theory’ below). If the thinning rate is positive (i.e. the column of ice is getting thin-299

ner with time), the dimensionless crevasse depth will increase in time, and the crevass-300

ing timescale is taken to be the first time at which the crevasse propagates through the301

entire column of ice, where dC/H = 1. In the results shown here, ice thickness updates302

have a timestep of a 1 year timestep, which effectively sets the resolution of the results.303

If the thinning rate is negative, the crevasse depth decreases in time, and the situation304

is more complicated: if the dimensionless crevasse depth is one prior to any thinning, the305

crevassing timescale is 0; if the dimensionless crevasse depth is less than one at the start306

of the simulation, the crevassing timescale is not defined. The crevassing timescale is also307

not defined in regions with negative strain rates because in these regions, LEFM nec-308

essarily predict zero crevasse depth (see below).309

In all results shown here, we assume a constant basal temperature of -2 ◦C. In prac-310

tice, ice shelf basal temperatures are necessarily at the local freezing temperature, which311

in general has a dependence on both salinity and depth; accurately determining the ice312

shelf basal temperature would therefore require us to determine the salinity at the ice-313

ocean interface, which is only achievable through the use of a coupled-ice ocean model314

and is beyond the scope of this work. However, depth and salinity dependence on basal315

melt rates are fairly weak, justifying our use of a constant value. This constant value agrees316

well with observation constraints on the Amery ice shelf (supplementary figure 7). To317

isolate the effects of basal melting on temperature profiles, we also assume other several318

other quantities entering into the temperature profiles are constant. In particular, we319

assume a constant surface temperature Ts = −22 ◦C, a constant geothermal heat flux320
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Q = 48 W/m2, and accumulation rate Ȧ = 0.1 m a-1. We take a constant ice frac-321

ture toughness K = 150 kPa and non-linear viscous ice rheology, taking a Glen flow322

law with Glen’s flow exponent n = 3.323

Antarctic collapse timescales324

To construct the map of circum-Antarctic crevassing timescales, we assimilate melt325

rate data (supplementary figure 10e) from (Adusumilli et al., 2020), thinning rate data326

(supplementary figure 10a) from (Smith et al., 2020), ice thickness data (supplementary327

figure 10d) from Bedmap v2 (Fretwell et al., 2013) and strain rate data from [Wearing]328

(supplementary figure 10c). Coverage of Antarctic ice shelves – defined as the propor-329

tion of ice shelf points in the Bedmap datasat which have a well-defined thinning rate,330

strain rate, and melt rate – is 82%. Much of the data gap arises from the melt rate prod-331

uct, highlighting the need for continued improvement in basal melt rate products, in par-332

ticular.333

Melt rate data is used to determine the ice temperature profiles, which set the ice334

viscosity (see ‘Linear elastic fracture mechanics theory’). Since the temperature profile335

is not well-defined for negative melt rates (see ‘Ice shelf temperature profiles’), we set336

the melt rate on all grid points with a negative melt to be 0.1 m year-1 (supplementary337

figure 10f). This adjustment does not affect melt rates on warm water ice shelves with338

high basal melt rates, but is relevant for cold water ice shelves. We expect that adjust-339

ing the melt rate in this way would increase the modelled ice temperature (relative to340

actual), as a positive basal melt rate reflects a source of heat into the ice. Thus, mod-341

elled ice temperatures on low melt rate ice shelves may be warmer than they are in prac-342

tice, suggesting that crevasse timescales reported here may be longer than they should343

be on these shelves. When compared with borehole estimates on the Amery Ice Shelf,344

which is associated with low basal melt rates, modelled temperatures are indeed typi-345

cally larger than observed temperatures (supplementary figure 8).346

Ice shelf thinning rates from (Smith et al., 2020) are used to determine ice shelf thin-347

ning over each time step. The pattern of ice shelf thinning rates (supplementary figure 10a)348

is highly spatially heterogeneous and features large errors (Smith et al., 2020), which dom-349

inate the signal in places. In addition, the crevassing timescale is not defined in locations350

with positive thinning rates. To work around these issues, we use a constant thinning351
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rate on each ice shelf (supplementary figure 10b). We take this constant value to be one352

standard deviation above the mean thinning rate measured at all grid points on the ice353

shelf. This measure respects the fact that the thinning rate from (Smith et al., 2020) is354

an average over 2003–2019, over which time thinning of many ice shelves has accelerated (Smith355

et al., 2020). According to this measure, all ice shelves, except for an isolated region in356

Dronning Maud Land, have a positive thinning rate. The dataset of (Smith et al., 2020)357

is provided on a 5km grid and downscaled using a linear interpolation.358

Linear elastic fracture mechanics theory359

The background of LEFM applied to ice shelves is presented in detail in the sup-

plementary information of (Lai et al., 2020). Here, we provide a brief overview. In the

LEFM framework for basal crevasses, crevasse depths are determined by considering three

stresses: the background resistive stress in the ice shelf, the water pressure within basal

crevasses, and the weight of the ice (supplementary figure 8). When the ice shelf is in

tension (positive strain rates), background resistive stresses act to open basal crevasses,

while, when in compression (negative strain rates), background resistive stresses act to

close basal crevasses. The water pressure within basal crevasses is higher than the neigh-

bouring hydrostatic ice pressure, which additionally encourages crack growth. The weight

of ice acts to close crevasses, discouraging their propagation. In LEFM, the concentra-

tion of stresses near the crevasse tip is expressed as a mode I stress intensity factor, which

depends on the stress distribution KIC acting on the fracture surfaces. Since the frame-

work is linear, this stress intensity can be expressed as the superposition of terms cor-

responding to the three components, which vary with the crevasse depth d,

KIC = KIC(d) = KR(d) +KW (d)−KI(d). (9)

The terms on the right-hand side of (9) correspond to tensile resistive stresses, water pres-360

sure, and the weight of water, respectively, and are shown schematically as a function361

of depth in supplementary figure 8.362

To determine the crevasse depth d predicted by LEFM, the stress intensity (9) is363

compared with the fracture toughness of ice (a material property), denoted K. Crevasses364

may propagate to the depth d at which the stress intensity KIC equals the fracture tough-365

ness K; however, these depths only correspond to stable configurations when the stress366

intensity decreases with increasing crevasse depth (supplementary figure 8), and vice versa:367
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if the stress intensity KIC increases with crevasse depth, it is energetically favourable368

for the crack to grow (supplementary figure 8); it is this stable, physically relevant crevasse369

depth which is reported here.370

The tensile resistive stress term can be expressed as

KR =

∫ d
H

0

2Rxx(ẑ)
√
πd

G

(
ẑ,

d

H

)[
1− d

H

]−3/2

(1− ẑ)−1/2 dz (10)

where H is the ice thicknessand G a dimensionless weight function whose analytic form

can be found in (Tada et al., 1973). Rxx is the resistive stress (C. Van der Veen, 1998;

C. J. Van der Veen, 2013),

Rxx = 2B(T (z))ϵxx|ϵxx|1/n−1, (11)

where B(T (z)) is the ice viscosity, with T (z) the depth-dependent temperature profile,

ϵxx is the strain rate and n is Glen’s flow exponent. The ice viscosity B(T ) is expressed

using a common Arrhenius type relationship (LeB. Hooke, 1981)

B(T (z)) = B0 exp

[
T

T0
− C

(Tr − T )k

]
(12)

where B0 == 1.928 × 10−5 bar a1/3, T0 = 3155 K, C = 0.11612 K1.17, and Tr =371

273.39 K. As the temperature increases, the B(T ) decreases, making the resistive stress372

Rxx, and thus the stress intensity component KR smaller.373

The other terms in (9) are

KW (d) =
2ρwgd

3/2

√
π

gb(d) (13)

KI(d) =
2ρigd

3/2

√
π

fb(d) (14)

where ρw = 1028.0 kg m-3 and ρi = 918.0 kg m-3 are the densities of seawater and

ice, respectively, g = 9.81 m s-2 is the acceleration due to gravity, and fb and gb are di-

mensionless weight functions

gb(d) =

∫ 1

0

(
ρi
ρw

H

d
− ẑ

)
G

(
ẑ,

d

H

)(
1− d

H

)−3/2

(1− ẑ2)−1/2 dẑ, (15)

fb(d) =

∫ 1

0

(
H

d
− ẑ

)
G

(
ẑ,

d

H

)(
1− d

H

)−3/2

(1− ẑ2)−1/2 dẑ. (16)
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Figure 3. Collapse timescales of Antarctic ice shelves. (a) Circum-Antarctic crevassing

timescales shown as colours in the yellow-red-black colormap. Ice shelf locations with missing

data are shown in grey. Ocean thermal forcing from ref. (Adusumilli et al., 2020) are shown

in the yellow-green colormap. Circles show collapse timescales, indicated by both the area of

the circle, which is proportional to the collapse timescale, and its colour, which corresponds to

the crevasse time colorbar. (b) Distributions of crevassing times for major Antarctic ice shelves

shown as violin plots. For each, the black dot indicates the collapse timescale for that shelf,

computed as the mean of the kernel density estimate, while the white circle and white square

respectively indicate the collapse timescales obtained using a crevasse depth determined by Nye

theory (Nye, 1957) and modified Nye theory (Coffey et al., 2023), rather than LEFM (methods).

Shelves are ordered in order of increasing LEFM collapse timescale. Note that the ordinate axis

in this plot is logarithmic, and so it appears that the mean of the black dots is weighted towards

higher crevassing times than it would on a linear axis. Background lines indicate the time to

2100, 2200, 2300 and 3000, as labelled.
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Figure 4. High sensitivity of collapse timescales to future increases in basal melt-

ing. (a) Semilog plot of collapse timescale as a function of ∆ṁ, a uniform increase in basal

melt rate applied everywhere on the shelf. (b)–(e) Collapse timescales of major ice shelves under

different SSP scenarios at the year 2100, with ∆ṁ values computed from basal melt rates in cou-

pled ice-ocean-atmosphere simulations (Park et al., 2023) (methods). Each panel corresponds to

a different scenario, as labelled.
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Figure 5. Advection dominates heat transfer within the Antarctic ice sheet. Maps

of Peclet number Pe = H2|u|/(Lκ), where H is the ice thickness, u is the velocity, κ is the ice

thermal diffusivity, and L is a flow lengthscale. Maps are shown for (a) a lengthscale L = 50 km

and (b) a lengthscale L = 500 km. Red areas indicate regions where advection dominates over

diffusion.
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Figure 7. Modelled and observed borehole temperatures on the Amery ice shelf.

(a) Outline of the Amery ice shelf, with three flowlines (dashed lines) along which boreholes

AM01–AM06 from (Wang et al., 2022) are located, as marked. The inset shows the location of

the Amery ice shelf within Antarctica. (b)–(g) Modelled (equation (8), dashed lines) and ob-

served (solid lines, from (Wang et al., 2022) temperatures at borehole locations AM01–AM06, as

indicated in panel (a). Also shown as grey curves are modelled temperature profiles from (Wang

et al., 2022) using a thermomechanically-coupled, full-Stokes ice sheet model; each curve corre-

sponds to a different basal mass balance product.
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Figure 8. Linear elastic fracture mechanics framework.
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Figure 9. Ice shelf melt rates in coupled ice-ocean-atmosphere simulations. Each

panel shows the evolution of the 10 member ensemble mean (solid lines) and standard deviation

(shaded region) of melt rates on ice shelves from (Park et al., 2023), with each panel correspond-

ing to a different ice shelf as labelled. Different colours correspond to different emissions scenarios

as follows: SSP1-1.9 (green), SSP2-4.5 (blue) and SSP5-8.5 (red).
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Figure 10. Datasets used in the calculation of circum-Antarctic crevassing times.

(a) thinning rate from (Smith et al., 2020), and (b) shelf averaged thinning rates (methods). (c)

Strain rates from Wearing. (d) Ice thickness from Bedmap2 (Fretwell et al., 2013), (e) basal melt

rates from (Adusumilli et al., 2020) and (f) ad-hoc adjusted melt rates used in the calculation

(methods).
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Figure 11. Scatter plot of average basal melt rate against collapse timescale for Antarctic ice

shelves. The black dashed line indicates the best linear fit to the log of the quantities (note that

this appears as a straight on the logarithmic axes).
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